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REFINED TELESCOPING ALGORITHMS IN RΠΣ-EXTENSIONS TO

REDUCE THE DEGREES OF THE DENOMINATORS

CARSTEN SCHNEIDER

Abstract. We present a general framework in the setting of difference ring extensions that
enables one to find improved representations of indefinite nested sums such that the arising

denominators within the summands have reduced degrees. The underlying (parameterized)
telescoping algorithms can be executed in RΠΣ-ring extensions that are built over general

ΠΣ-fields. An important application of this toolbox is the simplification of d’Alembertian and
Liouvillian solutions coming from recurrence relations where the denominators of the arising
sums do not factor nicely.

1. Introduction

Parameterized telescoping, a central paradigm of symbolic summation, can be introduced in
a a difference ring (or field) (A, σ) as follows. A is a ring (or field) in which the summation
objects are modeled, σ : A → A is a ring (or field) automorphism that scopes the shift operator,
and K = constσA = {c ∈ A | σ(c) = c} is the set of constants which forms a subring (or subfield)
of A; here K is always a field also called constant field. Then we are interested in the following
problem.

Problem PT in (A, σ) (with constant field K = constσA). Given f1, . . . , fm ∈ A \ {0}. Find
h ∈ A and (c1, . . . , cm) ∈ Km \ {0} with

σ(h)− h = c1 f1 + · · ·+ cd fm. (1)

For the special case m = 1 this reduces to the telescoping problem.

Problem T in (A, σ). Given f ∈ A \ {0}. Find h ∈ A with

σ(h)− h = f. (2)

If σ encodes the shift in k, equation (2) turns to h(k + 1) − h(k) = f(k). Summing this

equation over k from a to b gives
∑b

k=a f(k) = h(b + 1) − h(a). Similarly, Zeilberger’s creative
telescoping paradigm [57] for finding recurrences of definite sums is covered in Problem PT by
setting fi = F (n+ i− 1, k) ∈ A for 1 ≤ i ≤ m.

The breakthrough of these summation techniques was Gosper’s telescoping algorithm for hy-
pergeometric products [25] and Zeilberger’s extension to creative telescoping [57]. They have
been optimized and extended further to other input classes, such as (q–)hypergeometric prod-
ucts [36, 37, 10, 21, 20, 19] or holonomic sequences [56, 23, 33]. Another milestone was Karr’s
summation algorithm [28, 29] that solves Problems T and PT in ΠΣ-fields.

Definition 1. A difference field extension (F, σ) of a difference field (G, σ) is called a ΠΣ-field
extension if G = G0 ≤ G1 ≤ · · · ≤ Ge = F is a tower of rational function field extensions with
Gi = Gi−1(ti) for 1 ≤ i ≤ e and we have constσF = constσG where for all 1 ≤ i ≤ e one of the
following holds:
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• σ(ti)
ti

∈ (Gi−1)
∗ (ti is called a Π-field monomial);

• σ(ti)− ti ∈ Gi−1 (ti is called a Σ-field monomial).
Such an (F, σ) is called a ΠΣ-field over K if constσG = G = K.

Together with RΠΣ-extensions [51, 52] (see Definition 2) one can rephrase indefinite nested
sums defined over nested products fully automatically [42, 9, 49, 34, 35, 53]; see also [9, 18].
In particular, improved algorithms for (parameterized) telescoping [45, 47, 48, 9, 50] are imple-
mented within the summation package Sigma[44, 54] to find representations with minimal nesting
depth. Further important simplifications have been introduced in [5, 36] for the rational case
K(x) with σ(x) = x + 1 that finds for a given f ∈ K(x) an h in K(x) or in a ΠΣ-field K(x)(t)
with σ(t)− t = f ′ ∈ K(x) such that (2) holds and the denominator of f ′ has minimal degree; for
the generalization in a ΠΣ-field (F(x), σ) we refer to [43].

In this article we aim at enhancing this telescoping approach [5, 36, 43] (also related, e.g.,
to [6, 22, 17]) such that the generator x may arise also within an extension tower. E.g., consider
the sum in

n∑

k=1

( −2 + k

10(1 + k2)
+

(1− 4k − 2k2)

10(1 + k2)(2 + 2k + k2)
S1(k) +

(1− 4k − 2k2)

5(1 + k2)(2 + 2k + k2)
S3(k)

)

=
(n2 + 4n+ 5)

10(n2 + 2n+ 2)
S1(n)−

(n− 1)(n+ 1)

5(n2 + 2n+ 2)
S3(n)−

2

5
S2(n). (3)

where the denominators in k do not factorize nicely over Q; here So(n) =
∑k

i=1 1/i
o denotes the

harmonic numbers. Then with our new algorithms one can compute the right-hand side of (3)
in terms of sums whose denominators factor linearly. In general, we assume that the sums and
products within A have nice denominators in x (here in k), i.e., have irreducible factors whose
degrees are at most d for some given d ∈ N≥0. Then we can decide algorithmically if Problems T
and PT are solvable in A or in an extension of it of where the additional sums have again nice
denominators.

These algorithms play a crucial role to simplify d’Alembertian and Liouvillian solutions [38,
40, 8, 27, 39] for hypergeometric products, and their generalizations in ΠΣ-fields [7]. E.g.,
during calculations coming from particle physics [12, 14, 15] we have obtained sum solutions up
to nesting depth 40 where the denominators of the sums are built by irreducible polynomials
with degrees up to 1000. Using our new toolbox we have obtained optimal sum representations
with only linear factors in the denominators. These simplifications are essential to get solutions
in terms of harmonic sums and their generalizations [13, 55, 2, 3, 1]. In particular, these tools
can be combined efficiently with quasi-shuffle algebras [11, 4].

The article proceeds as follows. In Sec. 2 we present refined RΠΣ-extensions and their main
properties. In Sec. 3 we elaborate on denominator reduced representations. This insight yields
new telescoping algorithms in Sec. 4. A conclusion is given in Sec. 5.

2. Basic notions and properties

All fields and rings have characteristic 0. (E, σ) is a difference ring (or field) extension of
(A, σ′) if A is a subring (or subfield) of E and σ|A = σ′; from now on we do not distinguish
between σ and σ′.

We call a difference field or ring (A, σ) with constant field K computable if σ is computable,
one can carry out the standard operations in A and can decide if an element is 0. It is called
LA-computable if, in addition, one can compute for f1, . . . , fm ∈ A a basis of the K-vector space

AnnK(f1, . . . , fm) = {(c1, . . . , cm) ∈ Km | c1 f1 + · · ·+ cm fm = 0}.

In a ΠΣ-field extension (F(x), σ) of (F, σ) we define the period of h ∈ F∗ by per(h) = 0 if there
is no n ∈ N≥1 with σn(h)/h ∈ F; otherwise, per(h) is the smallest n ∈ N≥1 with this property.
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We rely on the following properties proved for a ΠΣ-field in [28] and for a ΠΣ-field extension
in [16, 41].

Lemma 1. Let f, g ∈ F[x] \ {0} in a ΠΣ-extension (F(x), σ) of (F, σ).

1. If per(f) > 0, then σ(x)
x

∈ F and f = c xm with c ∈ F∗, m ∈ Z.

2. Suppose that σ(x)
x

/∈ F or not both f, g have the form c xm with c ∈ F∗, m ∈ Z. Then there is

at most one k ∈ Z with σk(f)/g ∈ F.

Thus any element in F(x) has period 0 or 1. Furthermore, the only monic and irreducible
polynomial with period 1 is the Π-monomial x itself. Write f = fn1

1 . . . fnu
u ∈ F(x) where the

irreducible polynomials fi are pairwise coprime and ni ∈ Z. We say that f has x-degree≤ d with
d ∈ N≥0 if for any period 0 factor fi with 1 ≤ i ≤ u we have degx(fi) ≤ d; note: f may contain
a period 1 factor. Irreducible polynomials f, g ∈ F[x] are called σ-equivalent if there is a k ∈ Z
with σk(f)/g ∈ F. Otherwise, they are called σ-coprime.

We introduce RΠΣ-extensions [51, 52] to model, e.g., (−1)n.

Definition 2. A difference ring extension (E, σ) of a difference ring (A, σ) is called an RΠΣ-
extension if A = A0 ≤ A1 ≤ · · · ≤ Ae = E is a tower of ring extensions with constσE = constσA
where for all 1 ≤ i ≤ e one of the following holds:
• Ai = Ai−1[ti] is a ring extension subject to the relation tνi = 1 for some ν > 1 where
σ(ti)
ti

∈ (Ai−1)
∗ is a primitive νth root of unity (ti is called an R-monomial, and and we define

ν = ord(ti));

• Ai = Ai−1[ti, t
−1
i ] is a Laurent polynomial ring extension with σ(ti)

ti
∈ (Ai−1)

∗ (ti is called a

Π-monomial);
• Ai = Ai−1[ti] is a polynomial ring extension with σ(ti)−ti ∈ Ai−1 (ti is called an Σ-monomial).
Depending on the occurrences of the RΠΣ-monomials such an extension is also called a R-/Π-
/Σ-/RΠ-/RΣ-/ΠΣ-extension.

(E, σ) is called a simple RΠΣ-ring extension of (A, σ) if for all RΠ-monomials ti we have
σ(ti)
ti

=

u tm1

1 . . . t
mi−1

i−1 with u ∈ A∗ and mj = 0 if tj is a Σ-monomial. If ti is an R-monomial, we require
in addition that u is a root of unity and mj = 0 if tj is an ΠΣ-monomial.

Example 1. Take the difference field (Q(x), σ) with σ(x) = x + 1. Since constσQ(x) = Q, it
is a ΠΣ-field over Q. We introduce the following RΠΣ-extensions (E, σ) over (Q(x), σ), i.e.,
constσE = Q; for algorithmic techniques that verify this property we refer to [28, 51].
1. (E, σ) with the polynomial ring E = Q(x)[h1][h2], σ(h1) = h1 +

1
1+x

and σ(h3) = h3 +
1

(1+x)3

is a simple Σ-extention of (K(x), σ).
2. Take the ring E0 = K(x)[z] subject to the relation z2 = 1 and define on top the Laurent
polynomial ring E = E0[τ1, τ

−1
1 ][τ2, τ

−1
2 ]. Then (E, σ) with σ(z) = −z, σ(τ1) = (x + 1)τ1 and

σ(τ2) = (x+ 1)τ1 is a simple RΠΣ-extension of (Q(x), σ).
3. Take the polynomial ring E = E0[h1]. Then (E, σ) with σ(z) = −z and σ(h1) = h1 +

−z
1+x

is a

simple RΠΣ-extension of (Q(x), σ).

For convenience we use A⟨t⟩ with three different meanings: it is the ring A[t] subject to the
relation tν = 1 if t is an R-monomial of order ν, it is the polynomial ring A[t] if t is a Σ-monomial,
or it is the Laurent polynomial ring A[t, t−1] if t is a Π-monomial.
Let (E, σ) be a simple RΠΣ-ring extension of (A, σ) with E = A⟨t1⟩ . . . ⟨te⟩. The elements in E are
spanned over the power products tn = tn1

1 . . . tne
e ∈ E with n = (n1, . . . , ne) ∈ Ze where ni ≥ 0

if ti is a Σ-monomial. If n is reduced, i.e., if 0 ≤ i < ord(ti) in case that ti is an R-monomial,
the power products are uniquely given. In particular, tn ∈ A implies n = 0. Furthermore,
one can reorder the generators in E such that first R-monomials, then Π-monomials and finally
Σ-monomials are adjoined.
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Subsequently, let A = F(x) where (F(x), σ) is a ΠΣ-field extension of (F, σ). Let f =
∑

i∈Ze fi t
i ∈ E with fi = pi

qi
where the polynomials pi, qi ∈ F[x] are coprime. Define q =

lcmi(qi) ∈ F[x] being monic. Then we say that f = h
q
with h =

∑

i∈Ze f ′
i t

i ∈ F[x]⟨t1⟩ . . . ⟨te⟩

and f ′
i = fi q/qi ∈ F[x] is in reduced representation, and we denote q by den(f). Subsequently,

we will use the following properties: if den(h), den(g) with h, g ∈ E have x-degrees≤ d, then
den(h+

• g) have x-degrees≤ d. Further, if den(h) has x-degree≤ d but not den(g), then den(h+
• g)

do not have x-degrees≤ d.
Finally, we refine simple RΠΣ-extensions further as follows.

Definition 3. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with E = F(x)⟨t1⟩ . . . ⟨te⟩. Then this extension has x-degree≤ d with
d ∈ N≥0 if for all ΠΣ-monomials ti one of the following properties hold:

• If ti is a Π-monomial, then σ(ti)
ti

= u tn1 . . . tni−1 where nj ∈ Z and u ∈ F(x)∗ has x-degree≤ d.

• If ti is a Σ-monomial, σ(ti)− ti = f where den(f) has x-degree≤ d.

With F = Q all the difference rings in Example 1 have x-degree≤ 1.

Lemma 2. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with x-degree≤ d ∈ N≥0.
1. Let f ∈ E such that den(f) has x-degree≤ d. Then den(σk(f)) has x-degree≤ d for any k ∈ Z.
2. Let f ∈ E with den(f) = b c where c ∈ F[x] contains precisely the irreducible period 0 factors
with x-degrees larger than d and b has x-degree≤ d. Then for any k ∈ Z we have den(σk(f)) =
σk(c)B for some B ∈ F[x] which has x-degree≤ d.

3. For g ∈ E and a period 0 irreducible q ∈ F[x] with degx(q) > d the following holds:
(i) If q | den(g) and σ(q) ∤ den(g), then σ(q) | den(σ(g)− g).
(ii) If σk(q) ∤ den(g) for any k ∈ Z, then σk(q) ∤ den(σ(g)− g) for any k ∈ Z.

Proof. (1) We show statement 1 by induction on e. The base case e = 0 obviously holds. Now
suppose that the lemma holds for e − 1 extensions and consider the next RΠΣ-monomial te
with σ(te) = α te + β. If te is an RΠ-monomial, then β = 0 and α = um with u ∈ F(x)∗,
m = tz11 . . . t

ze−1

e−1 with zi ∈ Z; here zi = 0 for all 1 ≤ i < e if ti is a Σ-monomial. Note that

σk(te) = αkte + βk with βk = 0 and αk =
∏k−1

i=0 σi(um) if k ≥ 0 and αk =
∏−k

i=1 σ
−i(u−1 m−1)

if k < 0. Since u has x-degree≤ d (it te is an R-monomial, u ∈ F∗ is a root of unity), the
induction assumption can be applied and it follows that den(αk) has x-degree≤ d for any k ∈ Z.
Otherwise, suppose that te is a Σ-monomial with α = 1 and β = σ(te)− te ∈ F(x)⟨t1⟩ . . . ⟨te−1⟩.

Then σk(te) = αk te + βk with αk = 1 and βk =
∑k−1

i=0 σi(β) if k ≥ 0 and βk = −
∑k

i=1 σ
−i(β) if

k < 0. Since den(β) has x-degree≤ d, we can apply again the induction assumption and den(βk)
has x-degree< d for any k ∈ Z. Now consider f =

∑

i fi t
i
e ∈ E with fi ∈ F(x)⟨t1⟩ . . . ⟨te−1⟩.

Then σk(f) =
∑

i σ
k(fi)(αk te + βk)

i where all components have x-degrees≤ d. Thus σk(f) has
x-degree≤ d.
(2) Let f = a

b c
with a ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and den(f) = b c as claimed in statement 2. Let k ∈ Z

and consider σk(f) = A
BC

with den(σk(f)) = BC where C contains precisely the period 0
irreducible factors having x-degrees larger than d and B has x-degree≤ d. By statement 1 it

follows that σk(a) = a′

b′
with a′ ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and b′ = den(σk(a)) ∈ F[x] has x-degree≤ d.

Thus σk(f) = σk(a)
σk(b)σk(c)

= a′

b′σk(b)σk(c)
where σk(c) contains all irreducible period 0 factors of

den(f) whose degree is larger than d and b′σk(b) has x-degree≤ d. Note that cancellation might

happen. However, C | σk(c). Now consider f = σ−k(A)
σ−k(B)σ−k(C)

. Similarly, we get f = A′

B′σ−k(C)

with A′ ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and B′ ∈ F[x] has x-degree≤ d. This implies that c | σ−k(C) and thus
σ(c) | C. Consequently c = C u for some u ∈ F∗ and the statement is proven.
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(3) Write g = a
b c

with a ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and den(g) = b c with b, c ∈ F[x] were b has x-
degree≤ d and c contains all period 0 irreducible factors whose x-degrees are larger than d. Then
σ(g) = A

B σ(c) with den(σ(g)) = B σ(c) where B ∈ F[x] has x-degree≤ d by statement 2. (i)

Suppose q | den(g). Thus q | c, hence σ(q) | σ(c) and therefore σ(q) | den(σ(g)). By the second
assumption σ(q) ∤ den(g) it follows that σ(q) | den(σ(g)− g).
(ii) If σk(q) is no factor of den(g) for any k ∈ Z, then it is no factor of c and thus of σ(c).
Consequently it is not a factor in den(σ(g)). In particular, it cannot be a factor in den(σ(g) −
g). □

3. Refined representations

We start with the following definition and lemmas to get a normalized representation of the
denominator of a given input summand.

Definition 4. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and d ∈ N≥0. We call a finite
set Q ⊆ F[x] of monic irreducible polynomials a (d, x)-set if the degrees are larger than d, they
have period 0 and are pairwise σ-coprime. Let f ∈ F[x] \ {0}. Then a (d, x)-set Q is called
(d, f)-complete if for any irreducible factor h of f with degx(h) > d there are q ∈ Q and k ∈ Z
with σk(q)/h ∈ F.

In the following we require that one can solve Problem SE; for algorithmic details see Thm. 3
below.

Problem SE in (F(x), σ) (Shift Equivalence) Given a ΠΣ-field extension (F(x), σ) of (F, σ) and
irreducible f, g ∈ F[x]. Decide constructively if there is a k ∈ Z with σk(f)/g ∈ F.

Lemma 3. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) in which one can solve Problem SE
and can factorize polynomials. Let f ∈ F[x] \ {0}, d ∈ N≥0 and Q ⊆ F[x] be an (d, x)-set. Then
one can compute a set Q′ ⊇ Q which is (d, f)-complete.

Proof. Compute all irreducible, pairwise coprime, period 0 factors f1, . . . , fm ∈ F[x] of f with
degx(fi) > d. If m = 0, Q is the desired result. Otherwise, set Q′ := Q and proceed for
each i = 1 . . .m and check if there is a q ∈ Q′ and k ∈ Z with σk(fi)/q; if there is none, set
Q′ := Q′ ∪ {fi}. The obtained Q′ is (d, f)-complete. □

Given these notions, we obtain the following representation; it can be considered as a variant
of partial fraction decomposition and is connected to constructions given [5, 36, 6, 22, 43, 17].

Lemma 4. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with x-degree≤ d with d ∈ N≥0 and E = F(x)⟨t1⟩ . . . ⟨te⟩. Let f ∈ E and
let Q = {q1, . . . , qr} be (d, den(f))-complete. Then there are f ′, g ∈ E s.t.

σ(g)− g + f ′ = f (4)

where f ′ can be written in the σ-reduced form

f ′ =
p1
qn1

1

+
pr
qnr
r

+
p

q
(5)

with the following ingredients:
1. n1, . . . , nr ∈ N≥1,
2. q ∈ F[x] \ {0} with x-degree ≤ d,
3. p ∈ F[x]⟨t1⟩ . . . ⟨te⟩,
4. and p1, . . . , pr ∈ F[x]⟨t1⟩ . . . ⟨te⟩ with degx(pi) < degx(qi)ni.
If one can factorize polynomials in F[x] and can solve Problem SE in a computable (F(x), σ),
then g and f ′ with (5) can be computed.
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Proof. Write f = a
b
with a ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and b ∈ F[x] \ {0} monic in reduced representation.

If F is computable, this can be accomplished with the Euclidean algorithm. In particular, write
b = q′ b′ where q′ ∈ F[x]\{0} has x-degree≤ d and where b′ = vn1

1 . . . vnr
r ∈ F[x] with vi ∈ F[x]\{0}

are the monic irreducible and period 0 factors with degx(vi) > d. Note that Q is (d, b′)-complete.
If b′ = 1, we can take p = a, q = b, r = 0 and g = 0, and we are done. Otherwise, take s, t ∈ F[x]
such that 1 = s b′ + t q′; since gcd(b′, q′) = 1, such s and t exist and can be calculated by the
extended Euclidean algorithm if F is computable. Hence a

b
= s a

q′
+ t a

b′
. Now we repeat this tactic

to s a
b′

iteratively to separate the coprime factors vni

i in the denominator of b′ and get

a

b
=

s a

q′
+

u1

vn1

1

+ · · ·+
ur

vnr
r

(6)

with ui ∈ F[x]⟨t1⟩ . . . ⟨te⟩. W.l.o.g. suppose that v1, . . . , vk are all those factors that are σ-

equivalent to q1 ∈ Q. Hence for all 1 ≤ i ≤ k, ci :=
σsi (q1)

vi
∈ F for some uniquely determined

si ∈ Z; see Lemma 1.2. Define f ′
i , γi ∈ E with f ′

i =
σ−si (ui c

ni
i

)

q
ni
1

and γi =
∑si−1

j=0 σj(
σ−si (ui c

ni
i

)

q
ni
1

)

if si ≥ 0 and γi = −
∑−si

j=1 σ
−j(

σ−si (ui c
ni
i

)

q
ni
1

) if si < 0. Then by telescoping and σsi(q1) = ci vi we

get

σ(γi)− γi + f ′
i = σsi

(
σ−si(ui c

ni

i )/qni

1

)
=

ui c
ni

i

σsi(q1)ni
=

ui

vni

i

.

Since ui c
ni

i ∈ F[x]⟨t1⟩ . . . ⟨te⟩, it follows that den(σ−si(ui c
ni

i )) has no irreducible factors with
x-degrees larger than d by Lemma 2.1. Thus we can write f ′

i =
αi

βi q
n1
1

with αi ∈ F[x]⟨t1⟩ . . . ⟨te⟩

and βi ∈ F[x] \ {0} whose irreducible factors have x-degrees≤ d. Since gcd(qn1

1 , βi) = 1, we can
write s′i βi + t′i q

n1

1 = 1 with s′i, t
′
i ∈ F[x] (and can again compute it if F is computable). Hence

f ′
i = φi + hi with φi =

αi s
′

i

q
n1
1

and hi =
αi t

′

i

βi
. Now take g′ := γ1 + · · · + γk ∈ E. Further let

H1

H2
= h1 + · · · + hk where H1 ∈ F[x]⟨t1, . . . , te⟩ and H2 ∈ F[x] \ {0} which has x-degree≤ d. In

addition, define w1 ∈ F[x]⟨t1, . . . , te⟩ with w1

q
n1
1

= φ1 + · · · + φk. Then σ(g′) − g′ + w1

q
n1
1

+ H1

H2
=

u1

v
n1
1

+· · ·+ uk

v
nk
k

. Since qn1

1 ∈ F[x]\{0}, the leading coefficient of qn1

1 is a unit. Thus we can compute

w1 = q̃1 q
n1

1 + p1 with p1, q̃1 ∈ F[x]⟨t1, . . . , te⟩ with degx(p1) < degx(q
n
1 ) by polynomial division

(and considering x as the top variable). This gives w1

q
n1
1

= p1

q
n1
1

+ q̃1. Define p′′ ∈ F[x]⟨t1, . . . , te⟩

and q′′ ∈ F[x] \ {0} with p′′

q′′
= a a

q′
+ q̃1 +

H1

H2
; note: q′′ has only factors with x-degree≤ d. Thus

plugging the ingredients into (6) gives

a

b
= σ(g′)− g′ +

p′′

q′′
+

p1
qn1

+

R
︷ ︸︸ ︷
uk+1

v
mk+1

k+1

+ · · ·+
ur

vmr
r

.

Repeating this transformation to R produces the desired representation (5). If one can factor-
ize polynomials in F[x] and one can solve Problem SE in (F(x), σ), this representation can be
calculated. □

Example 2. 1. Take the difference ring (E, σ) from Example 1.1. Here we can rephrase the
summand on the left-hand side of (3) with

f =
−2 + x

10(1 + x2)
+

h1(1− 4x− 2x2)

10(1 + x2)(2 + 2x+ x2)
+

h3(1− 4x− 2x2)

5(1 + x2)(2 + 2x+ x2)
∈ E. (7)

Q = {q1} with q1 = 1 + x2 is (1, f)-complete. We can compute

g =
h3(1 + 2x)

10(1 + x2)
+

h3(1 + 2x)

5(1 + x2)
−

(1 + 2x)(2 + x2)

10x3(1 + x2)
(8)
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and f ′ = p1

q1
+ p

q
with p1 = 0 and p

q
= −2−4x+x2

10x3 such that (4) holds.

2. Take the difference ring (E, σ) from Example 1.3 and consider

f = (f1, f2, f3) =
(h1(x+ z + x2z)

x(1 + x2)
,

h1

2 + 2x+ x2
,

xz

1 + x2

)

∈ E3. (9)

Q = {q1} with q1 = 1+x2 is (1, fi)-complete for 1 ≤ i ≤ 3. For σ(gi)−gi+f ′
i = fi we get gi ∈ E

and the σ-reduced form f ′
i =

pi,1

q1
+ ρi with ρi = p′i/q

′
i. Namely, p1,1 = h1, ρ1 = h1z

x
, g1 = 0, and

p2,1 = h1 + xz, ρ2 = − z
x
, g2 = h1x−z

x(1+x2) , and p3,1 = xz, ρ3 = 0, g3 = 0.

Lemma 5. Let (E, σ) be a simple RΠ-extension of (H, σ) with E = H⟨t1⟩ . . . ⟨te⟩. Let f =
∑

i∈Ze fi t
i ∈ E and g =

∑

i∈Ze gi t
i ∈ E with σ(g) − g = f . Then for each reduced i ∈ Ze there

is a unique reduced j ∈ Ze with u = σ(ti)
tj

∈ H∗. Conversely, for each reduced j ∈ Ze there is a

unique reduced i ∈ Ze with u = σ(ti)
tj

∈ H∗. For such a tuple (i, j) with u = σ(ti)
tj

∈ H∗ we have
uσ(gi)− gj = fj.

Proof. Let i ∈ Ze be reduced and take h = σ(ti). By definition we have h = u tj with u ∈ H∗ and

a reduced j ∈ Ze, i.e., σ(ti)
tj

= u ∈ H∗. Suppose that σ(ti)
tk

= u′ ∈ H∗ with another reduced k ∈ Ze.

Then tj−k = u′/u ∈ H∗ which implies that j = k, i.e., j is uniquely determined. Similarly, let
j ∈ Ze be reduced and take h = σ−1(tj). By definition we have h = u′ ti with u′ ∈ H∗ and

i ∈ Ze reduced, i.e., ti/σ−1(tj) = 1/u′ ∈ H∗ and thus σ(ti)
tj

= u with u = σ(1/u′) ∈ H∗. Further,

suppose that σ(tk)
tj

= u′ ∈ H∗ with another reduced k ∈ Ze. Then σ(ti−k) = u/u′ and thus

ti−k = σ−1(u/u′) ∈ H∗. This implies i = k and proves the uniqueness of i. Now take such a

tuple (i, j) of reduced elements with u = σ(ti)
tj

∈ H∗. By coefficient comparison in σ(g) − g = f

w.r.t. tj we get σ(gi t
i) − gj t

j = fj t
j. With σ(gi t

i) = σ(gi)u t
j and dividing through tj we get

uσ(gi)− gj = fj. □

Lemma 6. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and (E, σ) be a simple RΠ-extension
of (F(x), σ) with x-degree≤ d. Let f ∈ E with den(f) = v qn where n ∈ N≥1, q ∈ F[x] is an
irreducible period 0 factor with degx(v) > d and v ∈ F[x] does not contain any factor which is
σ-equivalent to q. Then there is no g ∈ E with σ(g)− g = f.

Proof. Suppose that there is such a g =
∑

i∈Ze gi t
i ∈ E with gi = γi

δi
where γi ∈ F[x], δi ∈

F[x] \ {0} with gcd(γi, δi) = 1. Write f =
∑

i∈Ze fi t
i ∈ E with fi =

ai

bi
with ai, bi ∈ F[x] and

gcd(ai, bi) = 1 where bi may contain q as factor but not σk(q) with k ̸= 0. There must be a
denominator δi that contains σ

λ(q) for some λ ∈ Z. Otherwise, we conclude with Lemma 2.3.(ii)
that q ∤ den(σ(g) − g), a contradiction. Among all gj ̸= 0 take j ∈ Ze such that σλ(q) | δj with

λ ∈ Z maximal. By Lemma 5 we can take i ∈ Ze with u = σ(tj)
ti

∈ H∗ and uσ(gj) − gi = fi.

Note that u = v tz11 . . . tzee with zi ∈ Z where v ∈ F[x] has x-degree≤ d. Then σλ+1(q) | σ(δj) but
σλ+1(q) ∤ δi. Thus σλ+1(q) | den(fi) = bi. Hence λ = −1 for the maximal choice λ. Among all
gj ̸= 0 take j ∈ Ze such that σλ(q) | δj with λ minimal. Note that λ < 0 (since the maximal

choice is −1). By Lemma 5 we can take j ∈ Ze with u = σ(ti)
tj

∈ H∗ and uσ(gi) − gj = fj.

Similarly, one gets σλ(q) ∤ den(uσ(gi)) and we conclude that σλ(q) | den(fj) = bj with λ < 0, a
contradiction. Thus g ∈ E with σ(g)− g = f cannot exist. □

Now we can present the main property for RΠΣ-extensions which can be considered as a gen-
eralization appearing in [5, 36, 6, 22, 43, 17]; there the denominators are split by σ-equivalent
factors.
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Proposition 1. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with E = F(x)⟨t1⟩ . . . ⟨te⟩ and x-degree≤ d. Let p ∈ E and q ∈ F[x] \ {0}
with x-degree≤ d. Let {q1, . . . , qr} ⊆ F[x] be a (d, x)-set, n1, . . . , nr ∈ N≥1 and p1, . . . , pr ∈
F[x]⟨t1⟩ . . . ⟨te⟩ with degx(pi) ≤ degx(qi)ni. If there is a g ∈ E with

σ(g)− g =
p1
qn1

1

+
pr
qnr
r

+
p

q
(10)

then p1 = · · · = pr = 0 and den(g) has x-degree≤ d.

Proof. Write E = F(x)⟨t1⟩ . . . ⟨te⟩. W.l.o.g. we may assume that all R-monomials are adjoined
first, Π-monomials come next and Σ-monomials are adjoint at the end; otherwise we reorder
them accordingly. We prove the proposition by induction of the number of Σ-extensions in
E. In the base case, we assume that E is built only by simple RΠ-extensions and there is a

g ∈ E with (10). In addition assume that there is i such that pi is nonzero. Write pi

q
ni
1

=
p′

i

q
µ
1

in reduced representation with µ ≤ ni. Since degx(pi) < degx(q
ni

i ), it follows µ ≥ 1. In

particular we can write the right-hand side of (10) in reduced representation with f = p′

v q
µ
i

where p′ ∈ F[x]⟨t1⟩ . . . ⟨te⟩ and v ∈ F[x] whose irreducible factors are σ-coprime with qi. By
Lemma 6 a solution g ∈ E with (10) is not possible, a contradiction. Hence pi = 0 for all i, and
we get σ(g)− g = p

q
with g ∈ E. Suppose there is an irreducible period 0 factor v in den(g) with

degx(v) > d. By Lemma 1.1 we can take among the σ-equivalent factors of v in den(g) that one
which maps to the other factors only by negative σ-shifts. By Lemma 2.3.(i), σ(v) | den(σ(g)−g),
a contradiction. Thus den(g) has x-degree≤ d.

Now consider the simple RΠΣ-extension (F(x)⟨t1⟩ . . . ⟨te⟩, σ) of (F(x), σ) with x-degree ≤ d
with σ(te) = te+β and suppose that the proposition holds for (H, σ) with H = F(x)⟨t1⟩ . . . ⟨te−1⟩.
Let g ∈ F(x)⟨t1⟩ . . . ⟨te⟩ such that (10) holds. By [51, Lemma 7.2] it follows that for b =
degte(f) + 1 we have that degte(g) ≤ b. We show the proposition by a second induction on b. If
b = 0, it follows that f is free of te and the main induction assumption implies the correctness.
Now suppose that the proposition holds for a solution where the degree is smaller than b. Define
φ := coeff(f, te, b) ∈ H and γ := coeff(g, te, b) ∈ H being the coefficients of tbe in f and g. Then
g = γ tbe + w with w ∈ F(x)⟨t1, . . . , te−1⟩[te] where degte(w) < b. By coefficient comparison it
follows that σ(γ) − γ = φ. Define hi := coeff(pi, te, b) ∈ H and u := coeff(p, te, b) ∈ H. Then
φ = h1

q
n1
1

+ · · ·+ hr

q
nr
r

+ u
q
holds in H. Hence by the induction assumption on H we conclude that

h1 = · · · = hr = 0 and den(γ) has x-degree≤ d. Now define U = p
q
− (σ(γ tb) − γ tb) ∈ H[te].

Then by construction σ(w)−w = p1

q
n1
1

+ · · ·+ pr

q
nr
r

+U and degte(U) < b. Moreover, den(σ(γ tb))

has x-degrees≤ d by Lemma 2.1. Since also q and den(γ) have x-degrees≤ d, we conclude that
den(U) has x-degree≤ d. With the second induction hypothesis (induction on b) it follows that
p1 = · · · = pr = 0 and den(w) has x-degree≤ d. Hence den(γ tb + w) has x-degree≤ d. This
completes the proof. □

In the following we rely on Theorem 1 shown in [52, Theorem 7.10]; for the field version with
m = 1 see [28] and for the general case m ∈ N≥0 see [46]; this result is also related to [26].

Theorem 1 ([52]). Let (A, σ) be a difference ring with constant field K = constσA and let
f1, . . . , fm ∈ A. Then there is a Σ-extension (A[s1] . . . [sm], σ) of (A, σ) with σ(si) = si + fi for
1 ≤ i ≤ m iff there are no (c1, . . . , cm) ∈ Km \ {0} and h ∈ A with (1).

Using this result we obtain the following characterization of certain classes of simple RΠΣ-
extension. They will be introduced in Def. 5 below and will be the basis of our telescoping
algorithms.

Theorem 2. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) with K = constσF and let (E, σ) be a
simple RΠΣ-extension of (F(x), σ) with x-degree≤ d and E = F(x)⟨t1⟩ . . . ⟨te⟩. Let {q1, . . . , qr} ⊆
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F[x] be a (d, x)-set, n1, . . . , nr ∈ N≥1, and for 1 ≤ i ≤ r and 1 ≤ j ≤ ei with ei ≥ 1 let
pi,j ∈ F[x]⟨t1⟩ . . . ⟨te⟩ \ {0} with degx(pi,j) < degx(qi)ni. Then the following statements are
equivalent.
1. AnnK(pi,1, . . . , pi,ei) = {0} for all 1 ≤ i ≤ r;
2. there are no g ∈ E and ci,j ∈ K (not all zero) such that

σ(g)− g =
∑

i,j

ci,j
pi,j
qni

i

; (11)

3. the difference ring extension (S, σ) of (E, σ) with the polynomial ring

S = E[s1,1, . . . , s1,e1 , . . . , sr,1, . . . , sr,er ]

and σ(si,j) = si,j +
pi,j

q
ni
i

is a Σ-extension, i.e., constσS = constσF.

Proof. (1) ⇒ (2) Let ci,j ∈ K, not all zero, and g ∈ E such that σ(g) − g =
∑

i,j ci,j
pi,j

q
ni
i

=
∑

1≤i≤r
pi

q
ni
i

with pi =
∑ei

j=1 ci,jpi,j ∈ F[x]⟨t1⟩ . . . ⟨te⟩ for 1 ≤ i ≤ r. Since degx(pi,j) <

degx(qi)ni, we have degx(pi) < degx(qi)ni. Hence we can apply Proposition 1 and it follows
that pi = 0 for all i. By assumption we can take i, j with ci,j ̸= 0. Thus 0 ̸= (ci,1, . . . , ci,ei) ∈
AnnK(pi,1, . . . , pi,ei).
(2) ⇒ (1) Suppose that there is i with Vi = AnnK(pi,1, . . . , pi,ei) ̸= {0}. Then we can take
g = 0 ∈ E and (ci,1, . . . , ci,ei) ∈ Vi \ {0} where all other ck,j0 are set to zero. This gives (11).
(2) ⇔ (3) follows by Theorem 1. □

4. Refined telescoping algorithms

We will assume that certain algorithmic properties are satisfied in the ground field (F(x), σ).
Here we can exploit the following result.

Theorem 3 ([28, 52]). Let K = A(y1, . . . , yλ) be a rational function field over an algebraic
number field A, (F(x), σ) be a ΠΣ-field over K and (E, σ) be a simple RΠΣ-extension of (F, σ).
Then:
1. One can solve Problem SE in (F(x), σ).
2. (E, σ) is LA-computable and Problems T and PT are solvable in E.

Statement 1 of Theorem 3 follows by [28, 24, 42] and statement 2 by [28, 52]. More general
difference fields (F, σ) can be constructed provided that certain algorithmic properties hold in F;
compare [51, Sec. 2.3.3]. E.g., one can take ΠΣ-field extensions and radical field extensions [32]
over free difference fields [31, 30].
In the following we will obtain an enhanced telescoping algorithm that works for the following
subclass of simple RΠΣ-extensions; note that these extensions are precisely those which are
characterized in Thm. 2.

Definition 5. Let (F(x), σ) be a ΠΣ-field extension of (F, σ), d ∈ N≥0 and Q ⊆ F[x] be (d, x)-
set Q. We call (S, σ) an RΠΣ-extension of (F, σ) also (d, x,Q)-reduced if the extension is simple
and it can be rewritten (after reordering of the generators) to the form S = E⟨s1⟩ . . . ⟨su⟩ with
E = F(x)⟨t1⟩ . . . ⟨te⟩ such that
• (E, σ) is an RΠΣ-extension of (F(x), σ) with x-degree≤ d;
• (S, σ) is a Σ-extension of (E, σ) with σ(si)−si = pi/q

mi

i wheremi ≥ 1, pi ∈ F[x]⟨t1⟩ . . . ⟨te⟩\{0}
and qi ∈ Q with degx(pi) < mi degx(qi). The s1, . . . , su are also called the Q-contributions.

Given such a (d, x,Q)-reduced RΠΣ-extension (S, σ) of (F(x), σ) with f ∈ E (by iterative appli-
cation of the algorithm below), one can construct a Σ-extension that is again a (d, x,Q′) reduced
extension (with Q ⊆ Q′) and in which one finds h ∈ S′ with (2).
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Algorithm 1. (Finding degree-reduced representations)
Input: A ΠΣ-field extension (F(x), σ) of (F, σ) in which Problem SE is solvable, d ∈ N≥0, a simple
RΠΣ-extension (E, σ) of (F(x), σ) with x-degree≤ d which is LA-computable and in which one can
solve Problem T, and a (d, x)-set Q = {q1, . . . , qλ} ⊆ F[x] such that the Σ-extension (S, σ) of (E, σ) is
(d, x,Q)-reduced RΠΣ-extension of (F(x), σ); f ∈ E.
Output: A (d, x) set Q′ ⊇ Q; a Σ-extension (S′, σ) of (S, σ) which is a a (d, x,Q′)-reduced RΠΣ-
extension (S′, σ) of (F(x), σ) together with a solution h ∈ S′ for (2).
Write S = E[s1,1, . . . , s1,e1 , . . . , sλ,1, . . . , sr,eλ ] with ei ∈ N≥0, σ(si,j) = si,j +

pi,j

q
ni
i

, ni,j ∈ N≥1 and

pi,j ∈ E with degx(pi,j) < ni,j degx(qi).

1 Compute Q ⊆ Q̃ = {q1, . . . , qr} ⊆ F[x] which is (d, den(f))-complete; see Lemma 3. Set ei = 0 for

λ < i ≤ r (i.e., for the elements Q̃ \Q).
2 Compute f ′, g ∈ E such that (4) where f ′ is written in the form (5) with the properties (1)–(4) as

given in Lemma 4.
3 Set Q′ = Q̃, S0 = S, u = 0 and w = 0.
4 For i = 1 to r do
5 If pi ̸= 0 then
6 If ei = 0 then set B = {}

else set µi = max(ni, ni,1, . . . , ni,ei) and compute a basis B of

Vi = AnnK(q
µi−ni,1

i pi,1, . . . , q
µi−ni,ei
i pi,ei , q

µi−ni
i pi) (12)

7 If B = {} then
8 Set u = u+ 1 and Q′ = Q′ ∪ {qi}.
9 Take a new variable su being transcendental over Su−1 and construct the difference ring

extension (Su, σ) of (Su−1, σ) with Su = Su−1[su] and σ(su) = su + pi

q
ni
i

.

10 Set w = w + su ∈ Su.
else

11 Set w = w + c1 si,1 + · · ·+ cei si,ei where B = {(c1, . . . , cei ,−1)}.
fi

fi
od

12 Compute, if possible, a γ ∈ E with σ(γ)− γ = p

q
.

If such a γ exists, set g′ = γ and S′ = Su. Otherwise, define the ring extension (S′, σ) of (Su, σ) with
the polynomial ring S′ = Su[t] and σ(t) = t+ p

q
, and set g′ = s.

13 Return (h, (S′, σ), Q′) with h = g + g′ + w ∈ S′.

Proposition 2. Algorithm 1 is correct and can be executed in a ΠΣ-field (F(x), σ) as specified
in Theorem 3.

Proof. Consider the ith loop with 1 ≤ i ≤ r. For the special case ei = 0 in step 6 it follows with
pi ̸= 0 that we have Vi = {0} with the basis B = {}. Otherwise, we compute a basis B of Vi and
we proceed. If B = {} in step 7 then we adjoin a new variable su which, for later arguments,
we also denote by si,e′

i
with e′i = ei + 1. In particular, we set pi,e′

i
= pi and ni,e′

i
= ni and get

σ(se′
i
)− se′

i
= pi,e′

i
/qi

ni,e′
i .

Otherwise, if B ̸= {}, the ring will remain unchanged and we define e′i = ei. Note that |B| = 1.
Namely, suppose that we can take two elements c = (c1, . . . , cei+1),d = (d1, . . . , dei+1) ∈ B with
c ̸= d. If the last component of both vectors is nonzero, we can assume that it is 1 by multiplying
the vectors with an appropriate element of K. These normalized vectors must be still different
(since B is a basis). Thus e = c−d ̸= 0 where the last entry is 0. Removing this last entry gives

a vector in AnnK(q
µi−ni,1

i pi,1, . . . , q
µi−ni,ei

i pi,ei) with degx(q
µi−ni,1

i pi,1) < µi degx(qi). Thus we
can apply Theorem 2: (S, σ) is not a Σ-extension of (E, σ), a contradiction. Hence we can suppose
that B = {(c1, . . . , cei ,−1)} as stated in step 11.
Now consider the difference ring extension (S′, σ) of (E, σ) of the output. After reordering and
using the renaming from above we get S′ = E′[s1,1, . . . , s1,e′

1
, . . . , sr,1, . . . , sr,e′

λ
] as follows:
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(1) E′ = E in case that one finds a γ ∈ E with σ(γ)− γ = p
q
, or E′ = E[t] if there is no such γ. In

this case (E′, σ) with E′ = E[t] is a Σ-extension of (E, σ) with x-degree≤ d by Theorem 1;
(2) we have σ(si,j) = si,j+pi,j/q

ni

i where qi ∈ Q′, degx(pi,j) < ni degx(qi) and Vi = {0} with (12)

and with degx(q
µi−ni,1

i pi) < µi degx(qi). By Theorem 2, (S′, σ) is a Σ-extension of (E′, σ).
In summary, (S′, σ) is a (d, x,Q′)-reduced RΠΣ-extension of (F(x), σ). Finally, we observe that
in the steps 9 or 11 we have σ(su) − su = pi/q

ni

i with qi ∈ Q′ or σ(b) − b = pi/q
ni

i with
b = c1si,1 + · · ·+ ceisi,ei . Thus after quitting the for loop we get σ(w)−w =

∑r
i=1 pi/q

ni

i . With
step 12 and (5), σ(g′ + w)− (g′ + f) = f ′. Hence with h = g + g′ + w,

σ(h)− h = (σ(g)− g) + (σ(g′ + w)− (g′ + w))
(4)
= (f − f ′) + f ′ = f. (13)

All steps are executable in (F(x), σ) as given in Thm. 3. □

Example 3. We apply Algorithm 1 to (S, σ) with S = E given in Ex. 1.1, Q = {q1} = {1 + x2}
and f as given in (7). For step 4 see Ex. 2.1. Since S = E and |Q| = 1, we have r = 1 and e1 = 0.

Furthermore, p1 = 0. Thus we enter step 12 with p
q
= −2−4x+x2

10x3 . Since there is no γ ∈ E with

σ(γ)−γ = p
q
, we can adjoin the Σ-monomial t to E with σ(t) = t+ p

q
and get the solution h = g+t

with g given in (8). We reinterpret t as
∑k

i=2
3−6i+i2

10(−1+i)3 = 2+4k−k2

10k3 − 1
5S3(k)−

2
5S2(k)+

1
10S1(k).

Rephrasing h back to the given summation objects and summing (2) over k from 1 to n yield the
right-hand side of (3);

Example 4. Denote the summand on the the left-hand side

n∑

k=1

(1 + k + ((1 + k)2 + k!)k!)(1 + k!)− k(1 + k)(k!)4

(1 + k)(1 + (1 + k)k!)(k!)3(1 + k!)

k∑

i=1

1

i!

= −
1

2
+

1

n! + nn!
−

1

1 + n! + nn!
+

n∑

i=1

1

(i!)3
+

1

1 + n! + nn!

n∑

i=1

1

i!
(14)

by F (k). Take the ΠΣ-field (Q(x)(τ), σ) over Q with σ(x) = x+1, σ(τ) = (x+1)τ and consider
the simple RΠΣ-extension (E, σ) of (Q(x)(τ), σ) with σ(s) = s + 1

(x+1)τ . Then we can rephrase

F (k + 1) by f = (−τ4sx(1+x)+(1+τ)(1+x+τ(τ+(1+x)2)))
τ3(1+τ)(1+x)(1+τ(1+x)) ∈ E. Here we set F = Q(x) and the Π-

monomial τ will play the role of x. Note that τ3 is a period 1 factor. Hence the extension (E, σ)
of (Q(x)(τ), σ) has τ -degree≤ 0 = d. Further, Q = {q1} with q1 = τ + 1 is (0, f)-complete.
We apply Algorithm 1 with S = E and get g ∈ E and f ′ ∈ E with f ′ = p1

q1
+ p

q
. Namely,

p1 = 0, p
q
= 1+x−τ2x

τ3(1+x) and g = − 1
τ
+ s

1+τ
. Since there is no γ ∈ E′ with σ(γ) − γ = p

q
, we

can construct the Σ-extension (E[t], σ) of (E, σ) with σ(t) = t + p
q
. In particular, h = g + t is

a solution of (2). Finally, we rephrase h back to summation objects. Here t can be interpreted

as
∑k

i=1
i3+(i!)2−i(i!)2

(i!)3 = − 1
(k!)3 + 1

k! +
∑k

i=1
1

(i!)3 . Finally, summing (2) over k one gets the

right-hand side of (14).

Example 5. We want to model the sums T1(n) =
∑n

k=1 F1(k) and T2(n) =
∑n

k=2 F2(k) with

F1(k) =
(1−(−1)j)j

(3−3j+j2)(j!)2

∏j
i=1 i! and

F2(k) =
(

(−1)k−1(3 + (−3 + k)k)(1 + (−1 + k)k)(k!)2 + (k − 1)
( k∏

i=1

i!
)

×
(

(−1 + (−1)k)k(1 + n)(1 + (−1 + k)k) + (1 + (−1)k)(3 + (−3 + k)k)k!
)/

(

(−1 + k)(3− 3k + k2)(1− k + k2)(k!)2
)
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in a difference ring. Here we start with (E, σ) given in Ex. 1.2. First we rephrase F1(k+1) in E

by replacing the objects k, (−1)k, k!,
∏k

i=1 i! with x, z, τ1, τ2 yielding f1 ∈ E. Note that Q = {q1}
with q1 = x2 − x + 1 is (1, f1)-complete. Next, activating Algorithm 1 we get as output the
(1, x,Q)-reduced RΠΣ-extension (S, σ) of (E, σ) with S = E[s1,1] and σ(s1,1)− s1,1 =

p1,1

q1
(= f1)

where p1,1 = τ2/τ1(1 + z). Now we turn to T2. As above we rephrase F2(k + 1) in S yielding
f := f2. Note that Q is again (1, f)-complete. Since there is no h ∈ E with (2), we could activate
Theorem 1 (with m = 1) to get the Σ-monomial t over S with σ(t) = t+f . But we can do better.

Activating again Algorithm 1 we compute g = τ2(1+z)
τ1(1−x+x2) ∈ E and f ′ ∈ E such that (4) holds

where f ′ has the σ-reduced form (5) with r = 1. Namely, we get p1 = τ2/τ1(−n−nz) and p
q
= z

x
.

Note that this time we have p1 ̸= 0 and e1 = 1. Hence we compute for i = 1 in step 6 the value
µ1 = 0 and the basis B = {(−n,−1)} of AnnQ(p1,1, p1) which gives w = −n s(= −n s1,1). Since
there is no γ ∈ E with σ(γ)− γ = p

q
, we can adjoin the Σ-monomial t to S with σ(t)− t = p

q
= z

x

and we get the solution h = w + t + g = τ2(1+z)
τ1(1−x+x2) − n s1 + t ∈ S[t] of (2) as output. t can

be reinterpreted as
∑n

i=2(−1)i−1/(i − 1). Rephrasing h with the given summation objects and
summing (2) over k yield

T2(n) = 2n− nT1(n) +
1 + (−1)n

(1− n+ n2)n!

n∏

i=1

i! +

n∑

i=2

(−1)i−1

i− 1
.

Algorithm 1 gives a strategy to find telescoping solutions such that the denominators have
x-degrees≤ d. In the following we show that this is the only possible tactic and that it will always
lead to a nice solution whenever it exists in some appropriate extension.

Theorem 4. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let Q = {q1, . . . , qr} ⊆ F[x] be
a (d, x)-set. Let (S, σ) with S = E[s1,1, . . . , s1,e1 , . . . , sr,1, . . . , sr,er ] be a (d, x,Q)-reduced RΠΣ-
extension of (F(x), σ) with ei ∈ N≥0 and where si,j are the Q-contributions with σ(si,j) =
si,j +

pi,j

q
ni,j
i

where ni,j ∈ N≥1 and pi,j ∈ E. For f ∈ E, take f ′, g ∈ E such that (4) where f ′ is

written in the form (5) with the properties (1)–(4) as given in Lemma 4. Then there is an h ∈ S
with (2) iff for all 1 ≤ i ≤ r there are ci,j ∈ K = constσF with

qµi−ni

i pi = ci,1q
µi−ni,1

i pi,1 + · · ·+ ci,eiq
µi−ni,ei

i pi,ei (15)

for µi = max(ni, ni,1, . . . , ni,ei) and there is a g′ ∈ E with

σ(g′)− g′ =
p

q
; (16)

if this is the case, den(g′) has x-degrees≤ d and we get the solution

h = g + g′ +

r∑

i=1

ei∑

j=1

ci,jsi,j ∈ S. (17)

Proof. Suppose there is an h ∈ S with (2). Then with (4) we get σ(γ)−γ = f ′ with γ = h−g ∈ S.
In particular, by [4, Prop. 6.4] it follows that γ =

∑r
i=1

∑ei
j=1 ci,jsi,j + g′ with ci,j ∈ K and

g′ ∈ E. Consequently, σ(g′)− g′ =
p′

1

q
µ1
1

+ · · ·+
p′

r

q
µr
r

with p′i = qµi−ni

i pi − (ci,1q
µi−ni,1

i pi,1 + · · ·+

ci,eiq
µi−ni,ei

i pi,ei). Since degx(p
′
i) < degx(qi)µi, we can apply Prop. 1 and we get p′1 = · · · =

p′r = 0. Thus (15) and (16) hold. Furthermore, den(g′) has x-degree ≤ d by Prop. 1. Conversely,
if (15) holds and there is a g′ ∈ E with (16), then for w =

∑r
i=1

∑ei
j=1 ci,jsi,j we obtain

σ(g′ + w)− (g′ + w) =
p

q
+

r∑

i=1

ei∑

j=1

ci,j
pi,j

q
ni,j

i
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=
p

q
+

r∑

i=1

1

qµi

i

ei∑

j=1

ci,jq
µi−ni,j

i pi,j =
p

q
+

r∑

i=1

qµi−ni

i pi
qµi

i

= f ′.

Hence with (17) it follows that (13) which completes the proof. □

With S = E Theorem 4 reduces to Corollary 1.

Corollary 1. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with E = F(x)⟨t1⟩ . . . ⟨te⟩ and x-degree≤ d. For f ∈ E, take f ′, g ∈ E such
that (4) where f ′ is written in the form (5) with the properties (1)–(4) as given in Lemma 4.
Then there is an h ∈ E with (2) if and only if p1 = · · · = pr = 0 and there is a g′ ∈ E with (16);
if this is the case, den(g′) has x-degree≤ d and h = g + g′ ∈ E is a solution.

The following ”optimal” behavior of Algorithm 1 holds.

Corollary 2. Let (S, σ) be (d, x,Q)-reduced RΠΣ-extension of (F(x), σ) with f ∈ E as assumed
in Algorithm 1 and let Q′, (S′, σ) and h ∈ S′ with (2) be the output of Algorithm 1. If there is a
simple RΠΣ-extension (H, σ) of (S, σ) with x-degree≤ d with h′ ∈ H where σ(h′) − h′ = f then
the following holds.
1. Q′ = Q and (S′, σ) is a Σ-extension of (S, σ) with x-degree≤ d.
2. If H = S, then S′ = S.
3. If h′ in the extension H is free of the Q-contributions (i.e., free of the si,j) then h is also free
of the Q-contributions.

Proof. Suppose that there is such an (H, σ) with h′ ∈ H where σ(h′) − h′ = f . Then H =
E′[s1,1, . . . , s1,e′

1
, . . . , sr,1, . . . , sr,e′

λ
] where (E′, σ) is a simple RΠΣ-extension of (G(x), σ) with x-

degree≤ d. Now we apply Thm. 4 (with S and E replaced by H and E′) and conclude that there
are ci,j ∈ K with (15) for 1 ≤ i ≤ r. If ei = 0, then pi = 0. Otherwise, we have Vi ̸= {0} with the
basis B = {(c1, . . . , cei ,−1)}. Thus we do not enter in steps 8–10 and hence Q = Q′ and Su = S.
If H = S, it follows by Thm 4 that there is a g′ ∈ S with (16). Thus the result is returned in
S′ = S. Otherwise, we get S′ = Su[t] = S[t] where t is a Σ-monomial with x-degree≤ d. This
proves statements 1 and 2 of the proposition. Furthermore, if h′ is free of the si,j then it follows
that ci,j = 0 in (15). In particular, pi = 0 for all 1 ≤ i ≤ r. Hence we never enter in steps 6–11
and thus w = 0. Therefore h is free of the si,j and statement 3 is proven. □

The above results can be turned to parameterized versions. Here we extend only Corollary 1
yielding Algorithm 1 below.

Corollary 3. Let (F(x), σ) be a ΠΣ-field extension of (F, σ) and let (E, σ) be a simple RΠΣ-
extension of (F(x), σ) with E = F(x)⟨t1⟩ . . . ⟨te⟩ and x-degree≤ d. For f1, . . . , fm ∈ E∗ let Q =
{q1, . . . , qr} ⊆ F[x] be (d, fi)-complete with 1 ≤ i ≤ m. Take f ′

i , gi ∈ E with σ(gi)− gi + f ′
i = fi

where f ′
i is given by

f ′
i =

pi,1

q
ni,1

1

+
pi,r

q
ni,1
r

+
p′i
q′i

(18)

with the properties (1)–(4) (pj , nj replaced by pi,j , ni,j, and p, q replaced by p′i, q
′
i) as given in

Lemma 4. Let µi = max(n1,i, . . . , nm,i) and
Vi = AnnK(q

µ1−n1,j

1 p1,j , . . . , q
µm−nm,j

1 pm,j). (19)

Then with c = (c1, . . . , cm) ∈ Km the following holds.
1. There is an h ∈ E with (1) iff there is a g′ ∈ E with

σ(g′)− g′ = c1
p′1
q′1

+ · · ·+ cm
p′m
q′m

(20)
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and c ∈ Vi holds for all 1 ≤ j ≤ r; if this is the case, den(g′) has x-degree≤ d and h =
g′ +

∑m
i=1 ci gi ∈ E is a solution of (1).

2. If c ∈ Vi for all 1 ≤ j ≤ r but there is no g′ ∈ E with (20), then there is the Σ-extension

(E[t], σ) of (E, σ) with x-degree≤ d where σ(t)− t = c1
p′

1

q′
1

+ · · ·+ cm
p′

m

q′m
, and h = t+

∑m
i=1 ci gi

satisfies (1).

Proof. (1) Define f :=
∑m

i=1 ci fi, g :=
∑m

i=1 ci gi, f ′ =
∑m

i=1 ci f
′
i , pj =

∑m
i=1 ci pi,j , and

p ∈ F[x]⟨t1⟩ . . . ⟨te⟩, q ∈ G[x] such that p
q
:=

∑m
i=1 ci

p′

i

q′
i

. With fi = σ(gi)− gi + f ′
i for 1 ≤ i ≤ m

it follows

f =

m∑

i=1

cifi = σ
( m∑

i=1

cigi

)

−

m∑

i=1

cigi +

m∑

i=1

cif
′
i = σ(g)− g − f ′. (21)

One can verify that for f ′ the representation (5) with the properties (1)–(4) hold. Thus by
Corollary 1 if follows that there is an h ∈ E with (2) (i.e., (1) holds) if and only if pj = 0 for all
1 ≤ j ≤ r (i.e., c ∈ Vj for all j) and there is a g′ ∈ E with (16) (i.e. (20) holds). Finally, the
irreducible factors in the denominator of g′ have x-degrees≤ d and h = g′ + g ∈ E is a solution
of (1).
(2) Suppose that c ∈ Vi for all 1 ≤ j ≤ r. Since there is no g′ ∈ E with (20), we can apply
Theorem 1 with m = 1, and it follows that t as given in statement 2 is a Σ-monomial over E
where den(σ(t) − t) has x-degree≤ d. Furthermore, g′ = t is a solution of (1). Hence we can
apply statement 1 by replacing E with E[t] and it follows that h = g′ + g = t+ g with c1, . . . , cm
is a solution of (1). □

Algorithm 2. (Refined parameterized telescoping)
Input:: A ΠΣ-field extension (F(x), σ) of (F, σ) in which Problem SE is solvable; d ∈ N≥0 and an
LU-computable simple RΠΣ-extension (E, σ) of (F(x), σ) with x-degree≤ d in which Problem PT is
solvable; f = (f1, . . . , fm) ∈ Em.
Output:: A solution c = (c1, . . . , cm) ∈ Km \ {0} and h ∈ E of (1) if it exists. Otherwise a constructive
decision if there is a Σ-extension (S, σ) of (E, σ) with x-degree≤ d with a solution of c ∈ Km \ {0} and
h ∈ S of (1).

1 For f1, . . . , fm ∈ E, compute Q = {q1, . . . , qr} ⊆ F[x] which is (d, fi)-complete; here one may use a
variant of Lemma 3. Further, compute f ′

i , gi ∈ E such that σ(gi)− gi + f ′
i = fi where f ′

i is written in
the form (18) with the properties (1)–(4) (pj , nj replaced by pi,j , ni,j , and p, q replaced by p′i, q

′
i) as

given in Lemma 4.
2 Compute for 1 ≤ i ≤ r the bases Bi of Vi given in (19) with µi = max(n1,i, . . . , nm,i). If Bi = {}, then

stop and output “no solution”.
3 Compute a basis B = {(di,1, . . . , ci,m)}1≤i≤u of V = V1 ∩ · · · ∩ Vm.

If B = {}, i.e., V = {0} then stop with the output “no solution”.

4 Compute (f̃1, . . . , f̃u)
t = D

(

p′1
q′
1

, . . . ,
p′m
q′m

)t

with D = (di,j) ∈ Ku×m.

5 Compute, if possible, κ = (κ1, . . . , κu) ∈ Ku \ {0} and g̃ ∈ E with

σ(g̃)− g̃ = κ1 f̃1 + · · ·+ κu f̃u. (22)

6 If there is not such a solution, then take the difference ring extension (S, σ) of (E, σ) with the polynomial

ring extension S = E[t] and σ(t) = t+ f̃1. Set g̃ = t, κ = (1, 0, . . . , 0) ∈ Ku.
7 Return (c, h, (S, σ)) with c = κD ∈ Km, h = g̃ +

∑m

i=1
ci gi ∈ S.

Proposition 3. Algorithm 2 is correct and can be executed in a ΠΣ-field (F(x), σ) as specified
in Theorem 3.

Proof. Suppose that V = V1∩· · ·∩Vm = {0}. By Cor. 3.1 there are no c = (c1, . . . , cm) ∈ Km\{0}
and h in (E, σ) or in a Σ-extension (S, σ) of (E, σ) with x-degree≤ d which satisfy (1). Thus
the stops in steps 2 and 3 with the output ”no solution” are correct. Now suppose that there is
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such a solution h ∈ E with c ̸= 0. We conclude with Corollary 3.1 that c ∈ V holds and that
there is a g′ ∈ E with (20). Since B is a basis of V , there is a b = (b1, . . . , bu) ∈ Ku \ {0} with
bD = c ̸= 0. Consequently

b1 f̃1 + · · ·+ bu f̃u = b(f̃1, . . . , f̃u)
t =

c
︷︸︸︷

bD(
p′1
q′1

, . . . ,
p′m
q′m

)t = σ(g′)− g′.

Thus we also find κ = (κ1, . . . , κu) ∈ Ku \ {0} and g̃ ∈ E with (22) in step 5. Now consider the
output given in step 7. Then

c1 f
′
1 + · · ·+ cm f ′

m = c(f ′
1, . . . , f

′
m)t = κD(f ′

1, . . . , f
′
m)t

(∗)
=κD(

p′1
q′1

, . . . ,
p′m
q′m

)t = κ(f̃1, . . . , f̃u)
t = σ(g̃))− g̃;

here (*) holds since D kills the contributions with denominator factors having x-degrees larger
than d. With σ(gi)−gi+f ′

i = fi and (21) we obtain
∑m

i=1 ci fi = σ(h)−h with h = g′+
∑m

i=1 cigi.
Summarizing, if once can solve Problem PT in E, the algorithm finds such a solution. Otherwise,
we fail to find κi ∈ K and g̃ ∈ E with (22). By Thm. 1, (S, σ) given in step 6 is a Σ-extension
of (E, σ) with x-degree≤ d; Further, for the κi and g′ = t we have (22). Also for this case the
output h ∈ S produces the desired solution. Clearly, the algorithm is applicable as specified in
Theorem 3. □

Example 6. Given (E, σ) from Ex. 1.3 and f ∈ E as given in (9) we start Algorithm 2. Step 1

has been carried out in Ex. 2.2. Next, we compute a basis of AnnQ(p1,1, p2,1, p3,1). Namely,

B = {d} with d = (d1, d2, d3) = (1,−1, 1). Finally, we get f̃1 =
∑3

i=1 diρi = h1z
x

+ z
x

with
u = 1. Since there is no κ1 ̸= 0 and g̃ ∈ E with (22), we can adjoin the Σ-monomial t with

σ(t) − t = f̃1 = h1z
x

+ z
x

and set κ = (1) and g̃ = t. Thus c = κ(d1, d2, d3) = (1,−1, 1) and

h = g̃ + g1 − g2 + g3 = t− h1x−z
x(1+x2) is a solution of (1) with m = 3.

Remark. If one is interested in solving Problem PT only in E (and not in an extension S),
one could also use the algorithms from [51, 52]; compare Thm. 3. However, similarly to the
observation in [19], we have the benefit that Algorithm 2 (in comparison to the ones in [51, 52])
leads to speedups when complicated denominators arise.

5. Conclusion

We presented telescoping algorithms that enable one to decide algorithmically if irreducible
factors can be eliminated in the input summand f . The algorithms require that the nested sums
arising in f have already representations with nice denominators. In order to be more flexible,
we considered sum extensions in Def. 5 where the outermost sum can have bad denominators.
It would be interesting to see if this can be pushed further to more complex sums. Here ideas
from [5, 36, 6, 22, 43, 17] might be useful to eliminate denominator factors within unwanted
shift-equivalence classes.

Further, one could try to deal with several ΠΣ-field monomials (and not only x). This would
lead to algorithms that can handle not only the (q–)rational but also the multibasic and mixed
case [10].

The above algorithm have been implemented in the package Sigma and are combined with
algorithms given in [45, 47, 48, 9, 50] when one has to solve Problems T and PT in step 12 of
Alg. 1 and step 5 of Alg. 2. Thus one can search in addition for sum representations with optimal
nesting depth. This highly flexible toolbox is crucial to simplify complicated sum expressions
coming, e.g., from particle physics [12, 14, 15].
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[3] J. Ablinger, J. Blümlein, and C. Schneider. Analytic and algorithmic aspects of generalized harmonic sums
and polylogarithms. J. Math. Phys., 54(8):1–74, 2013. arXiv:1302.0378.

[4] J. Ablinger and C. Schneider. Algebraic independence of sequences generated by (cyclotomic) harmonic sums.
Annals of Combinatorics, 22(2):213–244, 2018. arXiv:1510.03692.

[5] S. A. Abramov. The rational component of the solution of a first-order linear recurrence relation with a

rational right-hand side. U.S.S.R. Comput. Maths. Math. Phys., 15:216–221, 1975. Transl. from Zh. vychisl.
mat. mat. fiz. 15, pp. 1035–1039, 1975.

[6] S. A. Abramov. When does Zeilberger’s algorithm succeed? Adv. Appl. Math., 30(3):424–441, 2003.
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